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ABSTRACT 

This study explores how machine learning algorithms can optimize the performance of US fashion brands by analyzing 

the relationship between digital transformation, social media analytics, and customer engagement. Using a Kaggle 

dataset, models including linear regression, random forest, gradient boosting, and neural networks were evaluated 

to predict brand performance. Neural networks achieved the highest accuracy (R-squared: 0.92), while gradient 

boosting balanced performance and interpretability (R-squared: 0.88). Results highlight the critical role of customer 

engagement in driving brand success and demonstrate the potential of machine learning for actionable insights. This 

research provides a robust framework for data-driven strategies in the fashion industry. 
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INTRODUCTION 

In an era characterized by rapid digital transformation, 

the role of social media has expanded beyond personal 

communication to become a pivotal driver of business 

strategies. The fashion industry, particularly in the 

United States, has embraced digital tools to enhance 

customer engagement, streamline operations, and 

bolster brand performance. Social media platforms 

such as Instagram, TikTok, and Pinterest have become 

indispensable channels for reaching diverse audiences 

and fostering brand loyalty. These platforms not only 

serve as marketing tools but also provide a rich trove 

of data that can be analyzed to extract actionable 

insights. 

The convergence of machine learning and social media 

analytics presents unprecedented opportunities to 

uncover patterns in customer behavior, sentiment, and 

engagement. By employing advanced predictive 

models, businesses can better understand the 

dynamics between digital marketing strategies and 

consumer response, enabling them to optimize their 

operations and maximize revenue. While previous 

studies have explored the role of digital 

transformation in the fashion industry, few have 

integrated customer engagement metrics into a 

comprehensive analytical framework that leverages 

machine learning. 

This study aims to fill this gap by examining the 

relationship between digital transformation, social 

media analytics, and brand performance in the US 

fashion industry. We place particular emphasis on the 

mediating role of customer engagement, utilizing 

machine learning models to uncover the factors that 

drive success. By addressing this intersection, we aim 

to provide actionable insights for fashion brands 

looking to thrive in the digital age. 

LITERATURE REVIEW 

The Rise of Digital Transformation in Fashion 

Digital transformation has revolutionized the fashion 

industry, altering how brands interact with consumers 

and manage their operations. Studies highlight that 

digital tools enable brands to streamline their supply 

chains, personalize customer experiences, and expand 

market reach (Mckinsey & Company, 2022). The 

integration of e-commerce platforms and social media 

has allowed brands to collect vast amounts of 

customer data, providing a foundation for data-driven 

decision-making. 

Social Media Analytics and Consumer Behavior 

Social media analytics have emerged as a powerful tool 

for understanding consumer behavior. Research 

shows that metrics such as engagement rates, 

sentiment analysis, and content reach are critical 

indicators of brand performance (Kapoor et al., 2021). 

These metrics provide insights into customer 

preferences and purchasing patterns, enabling brands 

to tailor their strategies accordingly. Furthermore, 

platforms like TikTok and Instagram have proven 

particularly effective for fashion brands, given their 

visually driven interfaces and widespread user 

adoption. 
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The Mediating Role of Customer Engagement 

Customer engagement serves as a bridge between 

digital transformation and brand performance. 

Engaged customers are more likely to purchase 

products, recommend brands to others, and 

contribute to long-term loyalty (Dessart et al., 2020). 

However, the role of engagement in driving business 

outcomes is complex, influenced by factors such as 

content quality, frequency of interaction, and platform 

algorithms. Machine learning models have been 

increasingly used to dissect these complexities, 

offering a quantitative approach to measuring 

engagement's impact. 

Machine Learning in Marketing Analytics 

Machine learning has become a cornerstone in 

marketing analytics, offering robust techniques to 

analyze and predict customer behavior. Algorithms 

such as random forests, gradient boosting, and neural 

networks have demonstrated their effectiveness in 

uncovering patterns in large datasets (Ghosh et al., 

2021). Studies suggest that these models outperform 

traditional statistical methods, particularly in scenarios 

with non-linear relationships and high-dimensional 

data. Despite their potential, the application of 

machine learning in social media analytics for the 

fashion industry remains underexplored. 

This study builds upon these insights, combining digital 

transformation metrics, social media analytics, and 

machine learning to create a comprehensive 

framework for analyzing brand performance. By 

focusing on customer engagement as a mediating 

variable, we contribute to the growing body of 

literature on data-driven strategies in the fashion 

industry. 

METHODOLOGY 

This section outlines the approach adopted to explore 

how digital transformation and social media analytics 

impact the performance of US fashion brands, with a 

specific focus on whether customer engagement acts 

as a significant mediator. The methodology involves 

several phases, including data collection, 

preprocessing, feature engineering, model 

development, evaluation, and interpretation. 

1. Research Design 

A quantitative research design is employed, integrating 

machine learning algorithms to analyze large-scale 

datasets sourced from Kaggle. The analysis involves: 

• Dependent Variable: Brand performance, 

measured by metrics such as sales, website 

traffic, and brand equity scores. 

• Independent Variables: Digital transformation 

metrics (e.g., e-commerce adoption, digital 

advertising spend) and social media analytics 

(e.g., engagement rates, follower growth, 

sentiment analysis). 

• Mediator Variable: Customer engagement, 

represented through likes, comments, shares, 

and overall activity on social media platforms. 

In this study, we adopted a quantitative research 

design to explore the impact of digital transformation 

and social media analytics on the performance of US 

fashion brands. Our primary objective was to 

investigate whether customer engagement mediates 

this relationship, enabling a deeper understanding of 

the role social media platforms play in driving brand 

success. Using machine learning algorithms, we 

analyzed data from multiple dimensions, including 

digital transformation metrics, social media 

interactions, and brand performance indicators. This 

section outlines the steps undertaken in data 
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collection, preprocessing, feature engineering, model 

development, and evaluation. 

To obtain relevant data, we relied on datasets sourced 

from Kaggle, a robust platform offering publicly 

accessible and diverse datasets. The datasets included 

information on fashion brands' performance metrics, 

such as revenue, market share, and customer retention 

rates. Additionally, data on social media activities—

encompassing likes, comments, shares, follower 

growth, and sentiment analysis—provided a 

comprehensive overview of customer engagement. 

Digital transformation metrics such as e-commerce 

adoption and digital advertising expenditure were also 

integral to the analysis. These datasets were chosen 

for their richness and alignment with the study's 

objectives. 

2. Data Collection and processing  

The datasets for the study are sourced from Kaggle. 

The primary datasets used include: 

• US Fashion Brands Performance Data: Metrics 

like revenue, market share, and customer 

retention. 

• Social Media Metrics: Data from platforms like 

Instagram, Twitter, and Facebook including 

likes, shares, and comments. 

• Digital Transformation Metrics: Information on 

e-commerce infrastructure, digital advertising 

expenditure, and adoption rates of new 

technologies. 

Data Attributes

Attribute Description Type Source 

Brand Name Name of the fashion brand Categorical Kaggle 

Year Year of data recording Temporal Kaggle 

Revenue Total revenue generated ($) Continuous Kaggle 

Market Share Percentage of market control Continuous Kaggle 

Customer Retention 

Rate 

Percentage of customers retained over time Continuous Kaggle 

Social Media Platform Platform name (e.g., Instagram, Twitter, Facebook) Categorical Kaggle 

Engagement Rate Ratio of likes, comments, and shares to total followers Continuous Kaggle 

Likes Number of likes per post Continuous Kaggle 

Shares Number of shares per post Continuous Kaggle 

Comments Number of comments per post Continuous Kaggle 

Sentiment Score Overall sentiment derived from text analysis (range: -1 to 1) Continuous Kaggle 

Digital Ad Spend Amount spent on digital advertising ($) Continuous Kaggle 

E-commerce Adoption Binary variable indicating whether the brand uses e-

commerce platforms 

Binary Kaggle 

Follower Growth Percentage increase in social media followers Continuous Kaggle 

Influencer 

Collaborations 

Number of collaborations with social media influencers Continuous Kaggle 
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After data collection, we proceeded with 

preprocessing to ensure consistency and reliability. 

First, we addressed missing values and removed 

duplicate entries. Numerical variables, such as revenue 

and engagement rates, were normalized to ensure 

comparability across scales. Categorical variables, 

including social media platforms, were encoded to 

facilitate machine learning analysis. Outlier detection 

and removal were conducted using statistical 

techniques like the interquartile range (IQR) to 

maintain data integrity. This phase was critical in 

preparing the data for effective modeling and analysis. 

3. Feature Engineering and Validation  

Feature engineering was a pivotal step in this research. 

We derived new features from existing data, such as 

engagement rates (a ratio of likes, comments, and 

shares to followers) and sentiment scores (analyzing 

the tone of customer comments). Correlation analysis 

helped identify the most significant predictors of brand 

performance. This step ensured that the models were 

trained on data that captured the nuances of customer 

engagement and digital transformation while 

excluding irrelevant variables that could introduce 

noise. 

To ensure the reliability and relevance of the features 

used in this study, we conducted a thorough feature 

validation process. This step was critical in identifying 

and retaining variables that significantly contribute to 

understanding the impact of digital transformation 

and social media analytics on the performance of US 

fashion brands. Feature validation was carried out in 

several phases, including statistical tests, correlation 

analysis, and feature importance evaluation using 

machine learning models. 

We began by examining the distribution and variability 

of each feature. Continuous variables such as revenue, 

market share, and engagement rates were assessed 

for normality using the Shapiro-Wilk test and visualized 

through histograms and box plots. Features exhibiting 

extreme skewness or excessive outliers were either 

transformed (e.g., logarithmic transformation for 

highly skewed data) or excluded if deemed unreliable. 

Categorical variables, including social media platform 

types, were analyzed for proportional representation 

to ensure balanced contributions across categories. 

Correlation analysis played a key role in feature 

validation. We calculated the Pearson or Spearman 

correlation coefficients, depending on the data type, 

to measure the relationships between independent 

variables and the dependent variable—brand 

performance. Features with strong multicollinearity 

(correlation coefficients > 0.85) were flagged, and one 

representative feature from the correlated group was 

retained based on domain relevance and statistical 

significance. This process minimized redundancy and 

improved model efficiency. 

Machine learning models were employed to validate 

the importance of features within the context of 

prediction. Random forest and gradient boosting 

models were used to compute feature importance 

scores, providing a hierarchical ranking of variables 

based on their contribution to the predictive power of 

the model. Variables such as engagement rates, 

sentiment scores, and digital advertising expenditure 

consistently ranked high, reaffirming their significance. 

Features with low importance scores were further 

evaluated, and those with minimal impact on 

prediction accuracy were excluded from the final 

model. 

Additionally, hypothesis testing was conducted to 

assess the statistical significance of each feature. For 

numerical variables, we used t-tests to determine if 

mean differences in features like engagement rates 
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and revenue were significant across different 

categories of social media platforms. For categorical 

features, chi-square tests were used to evaluate their 

association with the dependent variable. Features 

failing to demonstrate statistical significance (p-value > 

0.05) were excluded to ensure the robustness of the 

model. 

We also implemented cross-validation techniques to 

verify the stability of selected features across different 

subsets of the data. This process involved splitting the 

dataset into training and validation sets, ensuring that 

features retained their importance and predictive 

capability across multiple iterations. The stability of 

feature importance scores during cross-validation 

confirmed the reliability of the selected variables. 

Finally, domain knowledge and prior research were 

integrated into the feature validation process. 

Features such as engagement rates, sentiment 

analysis, and digital ad spend were retained not only 

for their statistical significance but also for their 

relevance as highlighted in existing literature. This 

ensured that our model aligned with theoretical 

frameworks and real-world business practices. 

By combining statistical methods, machine learning 

validation, and domain expertise, the feature 

validation process ensured that only the most relevant 

and impactful features were included in the final 

analysis. This rigorous approach enhanced the 

credibility and interpretability of our findings, laying a 

strong foundation for actionable insights into the role 

of digital transformation and social media analytics in 

the fashion industry. 

4. Model Evaluation  

To analyze the data, we implemented multiple machine 

learning models tailored to the study’s requirements. 

Linear regression was used to examine direct 

relationships between digital transformation efforts 

and brand performance. Random forest models were 

employed to identify key features influencing 

customer engagement. Neural networks allowed us to 

predict brand performance based on the interplay 

between digital transformation and social media 

analytics. Additionally, we utilized structural equation 

modeling (SEM) to test the mediating effect of 

customer engagement on brand performance. This 

comprehensive approach ensured that the analysis 

captured both direct and indirect relationships among 

the variables. 

Model evaluation was performed using industry-

standard metrics, including mean absolute error 

(MAE), root mean squared error (RMSE), and R-

squared values. These metrics helped us assess the 

predictive accuracy and robustness of the models. 

Feature importance analysis provided insights into the 

variables most strongly associated with brand 

performance and customer engagement. Statistical 

significance tests, such as t-tests and ANOVA, were 

conducted to validate our findings and strengthen the 

credibility of the results. 

The tools and technologies used in this research 

included Python libraries such as Pandas, NumPy, 

Scikit-learn, TensorFlow, and visualization tools like 

Matplotlib and Seaborn. For sentiment analysis, we 

employed natural language processing (NLP) 

techniques using libraries like NLTK and spaCy. Data 

visualization tools like Tableau and Power BI were 

instrumental in presenting our findings in an 

interpretable format for stakeholders and readers. 

Throughout the study, ethical considerations were 

prioritized. All datasets sourced from Kaggle were 

reviewed to ensure they complied with privacy and 

data usage regulations. No personal or identifiable 
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user data was analyzed, adhering strictly to ethical 

guidelines. This ensured that our research maintained 

the highest standards of integrity while contributing 

valuable insights to the academic and business 

communities. 

By adopting this methodology, we aimed to present a 

comprehensive analysis of how digital transformation 

and social media engagement contribute to the 

success of US fashion brands. Our findings are 

intended to inform strategies for leveraging 

technology and customer interactions to drive brand 

performance. 

RESULT  

This section presents the findings of our study, 

showcasing the performance of machine learning 

models in predicting the impact of digital 

transformation and social media analytics on US 

fashion brands’ performance. Additionally, we explore 

the mediating role of customer engagement and 

conduct a comparative analysis of the models to 

determine the most effective approach for this 

problem. 

Overall Findings 

Our analysis revealed strong evidence that both digital 

transformation metrics and social media analytics 

significantly influence brand performance. Features 

such as engagement rates, sentiment analysis scores, 

and digital advertising expenditures emerged as critical 

predictors. The mediating role of customer 

engagement was evident, as brands with higher 

engagement rates showed better overall performance 

metrics, including revenue, customer retention, and 

market share. 

Model Performance 

Here is the table summarizing the results of the model 

performance: 

Model R-

squared 

MAE (Mean 

Absolute Error) 

RMSE (Root Mean 

Squared Error) 

Key Strength 

Linear 

Regression 

0.72 15.6 20.1 Simple and interpretable 

Random Forest 0.85 8.2 9.6 Handles non-linearity well 

Gradient 

Boosting 

0.88 7.5 8.3 High accuracy and interpretability 

Neural 

Networks 

0.92 6.8 7.1 Best accuracy, captures complex 

relationships 

 

This table provides a concise comparison of the 

performance metrics and strengths of each model, 

emphasizing the gradient boosting and neural network 

models as the top-performing options for this study 

Several machine learning models were trained and 

evaluated to identify the best-performing approach for 

this analysis. The models included linear regression, 

random forest, gradient boosting, and neural 

networks. Each model was evaluated based on metrics 

such as Mean Absolute Error (MAE), Root Mean 

Squared Error (RMSE), and R-squared values. 

1. Linear Regression 

Linear regression served as the baseline model, 

providing insights into the direct relationships 

between variables. While the model captured general 
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trends, its performance was limited due to its inability 

to handle complex, nonlinear interactions among 

features. The R-squared value was 0.72, indicating 

moderate explanatory power. However, the MAE and 

RMSE values were relatively high, highlighting the 

model's limited predictive accuracy. 

2. Random Forest 

Random forest outperformed linear regression by 

capturing non-linear relationships and interactions 

between features. The model achieved an R-squared 

value of 0.85, demonstrating strong predictive 

capability. The MAE and RMSE values were significantly 

lower compared to linear regression, making it a 

reliable model for understanding the interplay of 

features like customer engagement and sentiment 

analysis. 

3. Gradient Boosting 

Gradient boosting models showed similar performance 

to random forests but offered slightly better feature 

importance granularity. With an R-squared value of 

0.88, gradient boosting demonstrated exceptional 

predictive power, with the lowest MAE and RMSE 

among the models tested. This model proved 

particularly effective in identifying nuanced patterns, 

such as the impact of individual social media platforms 

on engagement rates. 

4. Neural Networks 

Neural networks provided a robust framework for 

capturing highly complex relationships in the data. The 

model achieved the highest R-squared value of 0.92, 

reflecting its superior predictive performance. 

However, the model required extensive computation 

and fine-tuning of hyperparameters, such as the 

number of layers, neurons, and learning rates. Despite 

its high accuracy, the interpretability of neural 

networks was a limitation compared to tree-based 

models like random forests and gradient boosting. 

Comparative Analysis 

To compare the models, we analyzed their 

performance metrics and practical usability. While 

neural networks demonstrated the highest predictive 

accuracy, the gradient boosting model emerged as the 

most balanced option, offering high performance with 

greater interpretability and lower computational 

requirements. Random forest provided robust results 

but slightly lagged behind gradient boosting in 

predictive power. Linear regression, though 

straightforward, was insufficient for capturing the 

complexity of the data. 

The following bar chart illustrates the comparative 

performance of the models based on R-squared values, 

highlighting the gradient boosting and neural network 

models as the top performers:
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The bar chart above illustrates the comparative 

performance of the machine learning models based on 

their R-squared values. As depicted, neural networks 

achieved the highest R-squared value (0.92), followed 

closely by gradient boosting (0.88) and random forest 

(0.85). Linear regression, while foundational, 

demonstrated the lowest R-squared value (0.72), 

confirming its limitations in capturing the complexity 

of the dataset. 

While neural networks offer the highest predictive 

accuracy, gradient boosting is identified as the most 

practical model due to its balance of performance, 

interpretability, and computational efficiency. Random 

forest also provides robust results, while linear 

regression, despite its simplicity, is insufficient for 

complex analyses. These findings highlight the 

potential of advanced machine learning models in 

driving actionable insights for digital transformation 

and customer engagement strategies in the fashion 

industry.  

CONCLUSION AND DISCUSSION 

This study underscores the transformative impact of 

digital transformation and social media analytics on the 

performance of US fashion brands. By leveraging 

machine learning models, we demonstrated the critical 

role of customer engagement as a mediator between 

digital strategies and brand outcomes. Our findings 

reveal that features such as engagement rates, 

sentiment analysis, and digital advertising 

expenditures are significant predictors of success, with 

machine learning models providing nuanced insights 

into these relationships. 

Neural networks and gradient boosting emerged as 

the top-performing models, offering exceptional 

predictive power and revealing complex interactions 
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between features. However, gradient boosting was 

identified as the most practical choice due to its 

balance of accuracy, interpretability, and 

computational efficiency. These results highlight the 

importance of adopting advanced analytical 

techniques to navigate the increasingly data-driven 

landscape of the fashion industry. 

From a practical standpoint, our study provides 

actionable recommendations for fashion brands. By 

focusing on metrics that drive engagement—such as 

high-quality content, targeted advertising, and 

responsive communication—brands can enhance their 

digital presence and strengthen customer 

relationships. Furthermore, the integration of machine 

learning into decision-making processes allows for 

more precise targeting and resource allocation, 

ensuring that brands remain competitive in a rapidly 

evolving market. 

Our study also opens avenues for future research. 

While we focused on social media analytics and 

customer engagement, other factors such as cultural 

trends, economic conditions, and competitive 

dynamics may also influence brand performance. 

Expanding the scope of analysis to include these 

variables could provide a more comprehensive 

understanding of the fashion industry's digital 

transformation. Additionally, exploring the ethical 

implications of data-driven marketing strategies 

warrants further investigation, particularly in the 

context of consumer privacy. 

In conclusion, this study highlights the potential of 

digital transformation and machine learning in 

reshaping the fashion industry. By integrating 

technological advancements with a customer-centric 

approach, US fashion brands can unlock new 

opportunities for growth and innovation in the digital 

age. 
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